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ABSTRACT
�e analysis of spoken interactions between human participants,
for the purpose of understanding tactics and strategies for perform-
ing a task such as collaborative search, involves a number of steps,
completing with the identi�cation and classi�cation of operations
designed to interpret search results or to progress the interaction
to a successful outcome. �is paper provides guidelines for tran-
scription and analysis of conversational search recordings which
are critical steps for the overall goal in identifying and classifying
operations in conversational search. Many decisions need to be
made when transcribing u�erances, such as determining pauses,
punctuation, or when a speaker stops or starts u�ering. To our
knowledge, no publicly available guidelines are available for conver-
sational search transcription and analysis, thus we adapted several
di�erent guidelines from other �elds. In this paper we provide
fundamental principles for transcriptions and a protocol based on
those principles. We also introduce annotation tools, transcription
quality assurance guidance, analysis and coding instructions.
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1 INTRODUCTION
�e increasing research interests in conversational search has re-
sulted in a consequent growth in recordings of spoken search in-
teractions. Such recordings are a valuable source of data for under-
standing how users interact in this particular search se�ing and
tactics used for driving e�ective search performance. Yet the tran-
sient nature of audio necessitates a more permanent form of the
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data to facilitate analysis. �is is achieved through transcripts (i.e.,
creating a wri�en version of audio). �us, generating transcripts is
a critical �rst step in the process of understanding conversational
search. However, transcribing throws up a number of challenges in
an interactive scenario, particularly when two human participants
are involved. �ese challenges include understanding how to rep-
resent turn-taking (i.e., u�erances where a participant speaks for a
certain period of time) or punctuating u�erances.

Analysis of such interactions or transcriptions requires a number
of important steps, culminating in the identi�cation of actual dia-
logue operations that interpret results or drive further interaction.
In general spoken dialogue research, this involves the de�nition and
classi�cation of u�erances using dialogue acts [5]. �ese actsmay be
generic or tailored to domain- or task-speci�c circumstances [1, 2].
�us, thematic analysis can be used in order to systematically iden-
tify, analyze and report pa�erns in the transcripts [3].

Other �elds have guidelines for both transcriptions and analysis
(e.g., social sciences [4], automatic speech recognition [17]), how-
ever, to our knowledge, there are no publicly available guidelines
for conversational search. Given the importance of consistent re-
search techniques in order to establish a body of comparable work,
we propose in this paper a protocol for spoken search interactions
which includes data preparation, quality assurance, and analysis to
assist future researchers in the �eld.

�e methodology in this paper was used in our previous work
which presented a study designed to understand how users conduct
searches over voice where a screen is absent but where users can
converse interactively with the search system [18]. We recorded
spoken interactions between two participants in a search se�ing
where one participant received a search task (User) and the other
had access to a search engine (Retriever). �e communication be-
tween participants was analyzed for interaction pa�erns used in
the search process. We used these pa�erns to create an initial anno-
tation schema of spoken conversational search interactions. �ere
are no factors that make the protocol task dependent; however, the
generalizability of the protocol has not yet been explored –it has
been applied only in the se�ings described in [18].

We �rstly present the transcription methodology. �en, we
describe the qualitative analysis for those conversational search
transcriptions.

2 TRANSCRIPTION METHODOLOGY
In this section, we present general transcription principles followed
by more detailed examples of how these principles can be translated
into a protocol. We then suggest tools for transcription and present
quality assurance processes.
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While various transcribing techniques are available such as Au-
tomatic Speech Recognition (ASR) [13], crowdsourcing [16], or
manual transcriptions [14], none of these techniques are perfect
and therefore we strongly encourage incorporating these quality as-
surance processes. �e recent progress in ASR allows for improved
automatic conversational transcriptions [20]. Nevertheless, manual
checking of ASR transcriptions is still necessary. High quality tran-
scriptions could then also be suitable both for indexing purposes
and for result representations of these verbalised documents [9].

2.1 Transcription Principles
�is section discusses the transcription principles used in preparing
the recordings for analysis. Although di�erent researchers have
tried to form guidelines allowing for consistent transcriptions, no
universal rules are available for transcriptions of video or audio
recordings [11]. �erefore we propose guidelines for transcriptions
in conversational search which have been obtained from McLellan,
Mac�een, and Neiding [11].

Deciding what to transcribe is le� to the researcher and the pur-
pose of the research questions, and the level of transcription should
complement the level of the analysis [6]. For example, researchers
exploring general themes and pa�erns may not need a detailed
transcription [11]. However, if the transcription is used for a test
collection for conversational search, it is necessary to include other
information such as relevance judgments.

We followed these principles allowing for high quality transcrip-
tions. In the transcription process we wrote what was said, thus we
did not include non-linguistic observations such as facial expres-
sions and body language, or intonations. Our transcription is there-
fore verbatim and o�en referred to as orthographic transcription.
Including non-linguistic observations adds a level of complexity to
the transcriptions and results in a more costly process.

For our transcriptions we wanted to capture how people ex-
pressed themselves in a search situation and therefore transcribed
all recorded u�erances with the following transcription princi-
ples [11]:

(1) Preserve themorphological naturalness of transcription. Keep
word forms, the form of commentaries, and the use of
punctuation as close as possible to speech presentation
and consistent with what is typically acceptable in wri�en
text.

(2) Preserve the naturalness of the transcript structure. Keep
text clearly structured by speech markers (i.e., like printed
versions of plays or movie scripts).

(3) �e transcript should be an exact reproduction. Generate a
verbatim account. Do not prematurely reduce text.

(4) �e transcription rules should be universal. Make transcripts
suitable for both human/researcher and computer use.

(5) �e transcription rules should be complete. Transcribers
should require only these rules to prepare transcripts. Ev-
eryday language competence rather than speci�c knowl-
edge (e.g., linguistic theories) should be required.

(6) �e transcription rules should be independent. Transcription
standards should be independent of transcribers as well
as understandable and applicable by researchers or third
parties.

(7) �e transcription rules should be intellectually elegant. Keep
rules limited in number, simple, and easy to learn.

We chose ELAN1 as a transcription tool but the principles can
be used with other tools [10]. ELAN accommodated the use of
the above principles and precise transcription protocol (See Sec-
tion 2.2). �ese principles and rules allowed us to create high
quality transcripts with an iterative manner which was systematic
and consistent. However, it is important to note that transcriptions
of videos never completely embody all details which take place in
the recording [8]. Researchers have to determine the scope of their
transcription needs in order to answer their research questions.

2.2 Transcription Protocol
Transcription protocols have two main goals: minimizing the prob-
ability that the transcripts produced are inconsistent; and reduc-
ing the likelihood that the data analysis will be weakened or de-
layed [11]. To avoid these twomain problems we used the following
transcription protocol adapted from [4, 11].

• Turns were identi�ed and every �rst word of each new
turn was capitalized.

• Audiotapes were transcribed verbatim (i.e., recorded word
for word, exactly as said), non-complete words or sentences
were transcribed to the best of the transcriber’s ability.
Nonverbal or background sounds were not included (e.g.,
laughter, sighs, or coughs).

• If participants mispronounced words, these words were
transcribed as the individual said them. �e transcript was
not “cleaned up” by removing slang, grammatical errors,
or misuse of words.

• While “aha”, “hmm” or “uhm” were included, linguistic- or
phonetic-type transcripts were not produced making the
transcripts more accessible for other researchers.

• Abbreviations were wri�en as said, such as “TV” for “tele-
vision”. No abbreviations were wri�en if they were not
used by the participants.

• Numberswere all spelled out (e.g., “90” is wri�en as “ninety”).
• Spelled out words were capitalized (e.g., User spells the

country “New Caledonia” which is transcribed as “NEW
CALEDONIA”).

• URLs were wri�en as pronounced (e.g., “drive dot com dot
AU”).

• Place names and brand names were wri�en with an initial
capital.

• Portions of the audiotape that were inaudible or di�cult
to decipher were identi�ed as “inaudible segment”. �is
information was transcribed as [inaudible segment].

• Pauses in speech were indicated with an ellipsis. A brief
pause was de�ned as a two- to �ve- second break in speech.
Pauses longer than �ve seconds were transcribed as [long
pause].

• A style guide with vocabulary was kept throughout the
project.

We did not note overlapping speech since this was not in the
scope of our analysis [11].

1h�p://tla.mpi.nl/tools/tla-tools/elan/

http://tla.mpi.nl/tools/tla-tools/elan/
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2.3 Transcription Tools
�alitative Data Analysis (QDA) tools such as ELAN help orga-
nize transcriptions. Even though our protocol called for verbatim
transcribing, the transcript is the product of interactions between
the recordings and transcriber, who will make choices about what
to preserve and how to transcribe [4]. �us di�erent QDA tools
may lead to di�erent transcriptions. As a result, the QDA tool and
analysis should be decided before the transcription process [15].
QDA tools dictate how a transcription is forma�ed. For example,
in some tools only plain text is allowed while in other tools one can
use forma�ed text. �e output of the transcription is also dictated
by the QDA tool. In our example, we exported the transcription
�le with labels and converted the exported �le into a CSV �le for
further analysis in R.

Our transcriptions principles helped us to organize and analyze
all the data independently of the QDA tool used [10]. ELAN did not
impose constraints on the data collected and accommodated our
iterative process in relationship to our research questions. Other
projects may require a di�erent kind of transcription and may
not need QDA tools or di�erent tools such as Nvivo,2 Atlas.ti,3 or
MAXQDA.4 Note, many QDA tools do not support video analysis.

2.4 Transcription�ality Assurance
In a quantitative database, data cleanup and recording are per-
formed before analysis is undertaken. With qualitative data, these
processes generally proceed simultaneously [11]. With smaller
scale research projects, transcription is usually handled by the
researcher, and a continuous or iterative process between transcrip-
tion and data interpretation occurs [12].

In order to provide highly accurate transcripts we developed our
process for reading and reviewing the text whereby each recording
was listened to three times against the transcript before it was
submi�ed, also referred to as the three-pass-per-tape policy [11].
All transcripts were audited for accuracy by a professional editor.

Even the most pro�cient transcriber misses a word or two or
transcribes some phrases that are slightly di�erent from what was
actually said [19]. �erefore, it is recommended to proofread all or
a random selection of transcripts by checking the �nal transcript
against the audio [11].

3 QUALITATIVE ANALYSIS
�is section introduces a qualitative analysis method thematic anal-
ysis and presents an applied example of coding and analysis of
themes.

3.1 �ematic Analysis
�ematic analysis involves identifying, analyzing, and reporting
pa�erns (themes) within the qualitative data [3, 4]. �is method
allows for analyzing qualitative data in an accessible and theoreti-
cally �exible manner and it is o�en seen as a fundamental way for
analysing qualitative data [3]. We adopted the six-step process as
outlined by Braun and Clarke [4]: (step 1) familiarizing self with
data, (step 2) generating initial codes, (step 3) searching for themes,
2h�p://www.qsrinternational.com/nvivo-product
3h�p://atlasti.com/
4h�p://www.maxqda.com/

(step 4) reviewing themes, (step 5) de�ning and naming themes,
and (step 6) producing the report. �e �rst author generated initial
codes and categorized them into themes and sub-themes.

�ematic analysis in conversational search can be used for creat-
ing new information seeking models or identifying issues in particu-
lar search stages. For example, a map of the identi�ed search stages
created by the six-step process can lead to a formal information
seeking model. Simultaneously, one stage (e.g., examine results)
could be investigated for particular interests (e.g., sensemaking).
�us thematic analysis allows for systematical investigations of
a non-functional system. �ose investigations would inform the
design of new presentation strategies for conversational search.

3.2 Coding of Transcriptions
�e conversational search task we transcribed were pairs of par-
ticipants in a spoken conversational search experiment [18]. �e
pairs conducted searches where one participant acted as the User
(participant with the search task) and the other acted as the Re-
triever (participant with the search engine). Users and Retrievers
did not have access to each others’ search task or search engine
interface, could not see each other, and could communicate only
verbally. �is setup can be seen in Figure 1 ((a) User, (b) Retriever).

Both participants were recorded during the session as well as the
Retriever’s screen. �e recordings were synchronized and merged
for transcription. Recordings were transcribed and coded in order
of their chronological occurrence. �e codes were created on the
basis of the video and transcriptions in ELAN. We adopted the
following steps:

Step 1: Identifying when each participant spoke, i.e. identi-
fying turns.

Step 2: Transcribing turn.
Step 3: Assigning codes to each turn with ELAN. Observa-

tional notes were added.
- Adding Controlled Vocabulary and descriptions of the
Controlled Vocabulary to ELAN and spreadsheet for
crosschecking. �e Controlled Vocabulary can be seen
as a dictionary which is created during coding. �is
dictionary is then developed in to a full codebook.

Step 4: Combining codes to themes for further analysis.
Step 5: �ality assurance: Spelling check, checking if all

turns received codes done through exporting of transcrip-
tions and codes with ELAN to text �le.

Step 6: Converting transcription and code text �le to CSV
�le.

Step 7: Importing CSV �les into R and aggregating codes
to check whether they have been coded correctly. �e
aggregation of codes allows for checking whether all codes
belong to the same category.

Note: Steps 3–7 were conducted iteratively and the codebook
was updated.

Instances where either User or Retriever was unintelligible while
reading were not transcribed. Instead these instances were coded
as [inaudible segment] (See Section 2.2). We assumed that if the
audio recording was not clear, it was probably not clear to the other
participant either.

http://www.qsrinternational.com/nvivo-product
http://atlasti.com/
http://www.maxqda.com/
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Figure 1: Sample screenshot of ELAN transcription and analysis tool (anonymized). Annotations indicate (a) User, (b) Retriever,
(1) Controlled vocabulary User, (2) Transcription, (3)�ery.

3.3 Analysis of Coding
�e ELAN transcriptions with codes and observational notes were
transferred to R for further analysis. �e transcriptions were modi-
�ed to lower case, and punctuation and extra spacing were removed.
�e �ll-word “uhm” was removed for analysis purposes. However,
we deliberately did not remove any errors, false starts or con�rma-
tions since these occur in real case voice search scenarios.

In the context of mixed initiative information retrieval dialogues,
the terms control and initiative are used interchangeably. However,
we used the approach of taking the initiative equals taking the turn,
as described by [7]. �is means that one turn can consist of multiple
moves or communication goals. We coded the complete dataset
identifying anything of relevance to our research aim. �us, codes
were applied to each turn taken by either User or Retriever and
these codes were collated and given themes. �emes may consist of
sub-themes which capture speci�c concepts of that theme. �emes
were created independently of the previous turn meaning that each
turn may consist of similar themes or sub-themes.

4 SUMMARY
In this paper we proposed a protocol for transcribing and anno-
tating conversational search observations. We summed up broad
transcription principles and detailed protocols. Transcription and
annotation tools were introduced as well as the notion of qual-
ity assurance policies. We provided a step by step approach of a
qualitative analysis of conversational search transcriptions.

�e proposed protocol has been used to understand how users
conduct searches over voice where a screen is absent but where
users can converse interactively with the search system [18].5 We
envisage that this protocol could be used in further research studies
on conversational and spoken collaborative search, fostering the
reproducibility of studies and comparability of the results.

5Transcripts and annotations are available at
h�ps://jtrippas.github.io/Spoken-Conversational-Search.

https://jtrippas.github.io/Spoken-Conversational-Search
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